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FoML-05
Maximum A Posteriori
Fully Bayesian treatment



So ÿar in FoML
● What is ML and the learninĀ paradiĀms
● Probability reÿresher
● Maximum Likelihood Principle



Maximum A Posteriori



Maximum A Posteriori
● Given - Dataset oÿ N independent observations D



Maximum A Posteriori
● Given - Dataset oÿ N independent observations D

● ML estimate - w that maximizes the data likelihood
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MAP - Curve FittinĀ
● Given data D
● Model  

Given a prior the posterior distribution becomes



MAP - Curve FittinĀ
● MAP estimate - ÿor convenience apply loĀ



MAP - Curve FittinĀ
● AssuminĀ Gaussian Prior and independence on parameters



MAP - Curve FittinĀ



MAP - Curve FittinĀ
● Predictive distribution



Bayesian Prediction



So ÿar
● Our estimates ÿor w have been point estimates

○ ML and MAP



So ÿar
● Our estimates ÿor w have been point estimates

○ ML and MAP
○ ReĀarded as ÿrequentist because they discard ‘uncertainty’ about the w 



Fully Bayesian
● An approach that relies on consistent application oÿ sum and 

product rules oÿ probability at all levels oÿ modelinĀ
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● Given a prior belieÿ             over w, and data D
● We are interested in the posterior 



Fully Bayesian
● The predictive distribution becomes
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Fully Bayesian
● Curve fittinĀ example
● Given traininĀ data (x, t) and a test sample x
● Goal - predict the value oÿ t

We wish to evaluate the predictive distribution



Fully Bayesian



Fully Bayesian
● AdvantaĀes

○ Inclusion oÿ the prior knowledĀe
○ Represents uncertainty in t’ due to the tarĀet noise and uncertainty over w



Fully Bayesian
● AdvantaĀes

○ Inclusion oÿ the prior knowledĀe
○ Represents uncertainty in t’ due to the tarĀet noise and uncertainty over w 

● DisadvantaĀes
○ Posterior is hard to compute analytically
○ Prior is oÿten a mathematical convenience



RouĀh work



Next
Linear Models - ReĀression


